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ABSTRACT

Geometric algebra covers a lot of other mathematical systems like vector algebra, complex numbers, Plücker coordinates,

quaternions etc. and it is geometrically intuitive to work with. Furthermore there is a lot of potential for optimization and

parallelization.

In this paper, we investigate computers suitable for geometric algebra algorithms. While these geometric algebra computers

are working in parallel, the algorithms can be described on a high level without thinking about how to parallelize them. In this

context two recent developments are important. On one hand, there is a recent development of geometric algebra to an easy

handling of engineering applications, especially in computer graphics, computer vision and robotics. On the other hand, there

is a recent development of computer platforms from single processors to parallel computing platforms which are able to handle

the high dimensional multivectors of geometric algebra in a better way.

We present our geometric algebra compilation approach for current and future hardware platforms like reconfigurable hardware,

multi-core architectures as well as modern GPGPUs.

Keywords: Geometric algebra, GPGPU, multi-core-architecture, Verilog, OpenCL, CUDA, OpenMP, Ct, Larrabee.

1 INTRODUCTION

The foundation of geometric algebra was laid in 1844

and 1862 by Hermann Grassmann [8] whose 200th

birthday we were celebrating in 2009 [25]. His work

was continued by the English mathematician W. K.

Clifford in 1878 [2]. Due to the early death of Clifford,

the vector analysis of Gibbs and Heaviside dominated

most of the 20th century, and not the geometric algebra.

Geometric algebra has found its way into many areas of

science, since David Hestenes treated the subject in the

’60s [9]. In particular, his aim was to find a unified

language for mathematics, and he went about to show

the advantages that could be gained by using geomet-

ric algebra in many areas of physics and geometry [12],

[10], [13] culminating in the development of the con-

formal geometric algebra [11]. Many other researchers

followed and showed that applying geometric algebra

in their field of research can be advantageous, e.g. in

engineering areas like computer graphics, computer vi-

sion and robotics. Please find a survey on geometric

algebra algorithms in [26].

During the past decades, especially from 1986 until

2002, processor performance doubled every 18 months.

Currently, this improvement law is no longer valid be-

cause of technical limitations. Now, we can recognize a

shift to parallel systems and most likely these systems

will dominate the future. Thanks to multi-core architec-

tures or powerful graphics boards for instance based on

the CUDA technology from NVIDIA or on the future

Larrabee technology of INTEL, one can expect impres-

sive results using the powerful language of geometric

algebra.

There is already a very advanced pure software so-

lution called Gaigen (see [4] and [5]) as well as some

pure hardware solutions geometric algebra algorithms

(see for instance [24], [21] and [7] and a survey in [17]).

We propose to combine the advantages of both soft-

ware and hardware solutions. We use a two-stage com-

pilation approach for geometric algebra algorithms. In

a first step we optimize geometric algebra algorithms

with the help of symbolic computing. This kind of op-

timization results in very basic algorithms leading to

highly efficient software implementations. These al-

gorithms, foster a high degree of parallelization which

are then used for hardware optimizations in a second

step. As examples for geometric algebra computing we

present

• a FPGA(field programmable gate array) implemen-

tation of an inverse kinematics algorithm.

• examples on how to implement geometric algebra

algorithms on multi-core architectures. Since all

of the coefficients of high dimensional multivectors

can be computed in parallel, geometric algebra com-

puting benefits a lot from highly parallel structures.

• a OpenCL/CUDA implementation for arbitrary ge-

ometric products using 2n-dimensional multivectors

of n-dimensional geometric algebras.

2 GEOMETRIC ALGEBRA COMPUT-

ING APPROACH

Geometric algebra offers some very interesting proper-

ties like

• it is geometrically intuitive to work with

• it is easy to handle geometric objects like spheres,

circles, planes etc. as well as geometric operations

like rotations, reflections etc.
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• geometric algebra algorithms are very compact

• it covers a lot of other mathematical systems like

vector algebra, complex numbers, Plücker coordi-

nates, quaternions etc.

How can we combine these properties with highly

performant implementations? Multivectors of a n-

dimensional geometric algebra are 2n-dimensional.

At first glance, this seems to be computationally

very expensive. But, there is a lot of potential for

optimization and parallelization of multivectors:

• the possibility of precomputing geometric algebra

expressions

– determine which of the coefficients are needed

for the resulting multivector

– symbolic simplification of the remaining coeffi-

cient computations

• Since all of the remaining coefficients can be com-

puted in parallel, geometric algebra computations

benefit a lot from parallel structures.

This is why we propose to separate geometric algebra

computing in two layers

• geometric algebra (GA) compilation layer

• platform layer

At the GA compilation layer geometric algebra opera-

tions like geometric product, outer product, inner prod-

uct, dual and reverse on multivectors are handled. This

is compiled in a second step to the platform layer. On

this layer only basic arithmetic operations on multivec-

tors with a high potential for efficient computations on

parallel platforms are available.

Figure 1: Geometric algebra computing architecture.

Algorithms are compiled to an intermediate represen-

tation for the compilation to different computing plat-

forms.

Our geometric algebra computing architecture is pre-

sented in Figure 1. Algorithms (described by the geo-

metric algebra programming language CLUCalc [23])

are compiled to an intermediate representation using a

Maple based or a table based approach (see sections

3.1 and 3.2). Based on this representation implemen-

tations for different sequential and parallel platforms

can be derived. See some examples for geometric al-

gebra computer platforms based on FPGA- Multicore-

and OpenCL/CUDA-architecture in sections 4.1 to 4.5.

3 GEOMETRIC ALGEBRA COMPILA-

TION

In order to achieve highly efficient implementations,

geometric algebra algorithms have to be optimized first.

We use two different compilation approaches. The

Maple based compilation needs the commercial Maple

package and is restricted to geometric algebras with di-

mension <= 9. The table based compilation is able to

handle higher dimensional algebras but it is currently

not as powerful as the Maple based compilation.

3.1 Maple Based Compilation

The Maple based compilation uses the powerful sym-

bolic computation feature of Maple [20]. Since all of

the results of geometric algebra operations on multivec-

tors are again multivectors we symbolically compute

and simplify the resulting multivectors in order to deter-

mine which of the coefficients are actually needed and

what is the most simple expression for each coefficient

(in the Maple sense).

There is already a first implementation of a compiler

for geometric algebra algorithms called Gaalop (Geo-

metric algebra algorithms optimizer) working with this

approach. Please find some information in [17]. You

are able to download Gaalop from [16].

3.2 Table Based Compilation

The table based compilation approach uses precom-

puted multiplication tables inspired by the code gen-

erator Gaigen [6] from the university of Amsterdam.

While Gaigen needs explicit specialization of multivec-

tors this is done automatically in our approach (see the

example below).

Multiplication tables In order to compute geometric

algebra algorithms, the rules for the computation of the

products of multivectors have to be known. These prod-

ucts of specific geometric algebras can be summarized

(and precomputed) in multiplication tables describing

the product of different blades of the algebra. You can

find some examples of multiplication tables in the ap-

pendix. Table 1, for instance, describes the geometric

product of the 8 = 23 blades of the 3D Euclidean geo-

metric algebra. Based on this information the geomet-

ric product of two multivectors, each defined as a linear

combination of all the blades mv = ∑mviEi can be eas-

ily derived as described in the caption of Table 1.

The same procedure can be used for other products.

Table 2, for instance, describes the outer product of the
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mv1 mv2 mv3 mv4 mv5 mv6 mv7 mv8

E1 E2 E3 E4 E5 E6 E7 E8

1 e1 e2 e3 e12 e23 e13 e123

3D Euclidean geometric algebra. Note that a lot of en-

tries are zero corresponding to the outer product of two

identical blades.

Example Let us compile the following CLUCalc script

step by step:

a=a1*e1+a2*e2+a3*e3;

b=b1*e1+b2*e2+b3*e3;

?c=a*b;

d=a+c;

?f=a^d;

It computes the geometric product of two 3D vectors,

adds two multivectors and computes the outer product

of two multivectors.

The first two lines are used for the definition as well

as for an automatic specialization of the two multivec-

tors a

1 2 3 4 5 6 7 8

a1 a2 a3

and b

1 2 3 4 5 6 7 8

b1 b2 b3

For both, only the entries 2, 3 and 4 are needed since

they correspond to the three basis vectors e1,e2,e3 (see

Table 1).

The question mark in the third line of the CLUCalc

script indicates an explicit evaluation of this line, the

geometric product of the two multivectors a and b. Ta-

ble 3 shows the corresponding multiplication table for

this product. It is derived from the Table 1 with empty

rows and columns for multivector entries not needed

for a and b. The resulting multivector c needs only the

coefficients for the blades E1,E5,E6,E7 (see Table 3).

c[1]=a1*b1+a2*b2+a3*b3;

c[5]=a1*b2-a2*b1;

c[6]=a2*b3-a3*b2;

c[7]=a1*b3-a3*b1;

Each coefficient c[k] can be computed by summing up

the products ±ai ∗ b j based on the Ek table entries, for

instance c1 = a1 ∗b1 +a2 ∗b2 +a3 ∗b3.

1 2 3 4 5 6 7 8

c[1] a1 a2 a3 c[5] c[6] c[7]

In the fourth line of the CLUCalc script, two multi-

vectors are added resulting in the following multivector

d:

The evaluation of the outer product of a with this just

computed multivector d leads to

f[2]=a1*c[1];

f[3]=a2*c[1];

f[4]=a3*c[1];

f[5]=a1*a2-a2*a1;

f[6]=a2*a3-a3*a2;

f[7]=a1*a3-a3*a1;

f[8]=-a2*c[7]+a3*c[5]+a1*c[6];

For this computation you can use the multiplication ta-

ble 2. Associating the rows with the multivector a and

the columns with d we are able to set the rows 1, 5, 6,

7, 8 as well as the column 8 to zero. We recognize that

the remaining entries are for the coefficients 2, 3, 4, 5,

6, 7 and 8, E2 for instance in the second row and the

first column associated with the product a1 ∗ c[1].
Note that the multivector entries 5, 6 and 7 lead to

zero entries. This can be either recognized at compile

time or at runtime. In both cases the resulting multivec-

tor f has the following form:

1 2 3 4 5 6 7 8

f [2] f [3] f [4] f [8]

4 GEOMETRIC ALGEBRA COMPUT-

ERS

Here, computers suitable for geometric algebra algo-

rithms, are called geometric algebra computers (GA

computers).

Figure 2: The mathematical development to geometric

algebra and the computer development to parallel com-

puting platforms leading to GA computers
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There are mainly two recent developments leading to

GA computers (see Figure 2):

• the development of mathematics from Grassmann´s

exterior algebra to Clifford´s algebra to the geomet-

ric algebra of David Hestenes and especially the 5D

conformal model leading to a lot of applications for

instance in computer graphics, computer vision and

robotics.

• the recent development of computer platforms for

the mass market from single processors to parallel

computing platforms which are able to handle the

high dimensional multivectors of geometric algebra

in a better way.

Figure 3 shows one example of an architecure able to

compute the coefficients of a multivector in parallel.

Figure 3: Computing architecture with a number of par-

allel processors, each consisting of local program mem-

ory. All the processors are able to communicate via

global shared memory.

With the compilation approaches described in

sections 3.1 and 3.2, geometric algebra algorithms

are compiled into a description suitable for parallel

computer platforms. In a next compilation step, the

different platforms require different descriptions for

their specific architecture. As follows, we describe

solutions for a reconfigurable hardware implementation

using Verilog, multi-core architectures using OpenMP

and Ct as well as a GPGPU implementation using

OpenCL/CUDA.

4.1 FPGA/Verilog implementation of a

geometric algebra algorithm

There are general FPGA (field programmable gate ar-

rays) implementations for geometric products ([24] and

[7]). Our approach differs from these general solu-

tions as we compile geometric algebra algorithms first

into simplified algorithms that can be handled easily by

FPGA´s. This is why we are not so much restricted in

the length of the expressions to compute as well as in

the dimension of the algebra.

Our FPGA implementations are always application

specific. As one proof-of-concept for our approach we

Figure 4: Pipeline schedule for the coefficient pex of

a multivector. All the computations according to equa-

tion (1) of all the pipeline stages can be done in parallel.

implemented an inverse kinematics algorithm. First, we

used our Maple based compilation approach (see sec-

tion 3.1) and the software implementation of the op-

timized algorithm became three times faster than the

conventional solution [14]. The FPGA implementation

of the optimized algorithm used the Verilog program-

ming language. See Figure 4 for the data flow and the

pipeline schedule of the computation of the following

part of the algorithm (one coefficient of one multivec-

tor)

pex = (PPj(PP34 −PP35)+PPk(PP25 −PP24 (1)

+tmpsqrt(PP15 −PP14))/ein f _PP.

This implementation became about 300 times faster

[15] (3 times by software optimization and 100 times

by additional hardware optimization). The main advan-

tage of this kind of implementation on reconfigurable

hardware is that we are able to realize parallelism in

two dimensions

• compute all the coefficients of one (or more) multi-

vectors in parallel

• use the pipeline structure (computations in all

pipeline stages at the same time).

4.2 OpenMP

OpenMP can be used in order to parallelize GA algo-

rithms. The programming language C can be extended

with OpenMP directives for an incremental approach to

parallelizing code. For details on OpenMP, please refer

to [1].

OpenMP supports task parallel computations. The

data of all the different threads is shared by default.

This is why the coefficients of multivectors can be com-

puted in parallel (as well as independent multivectors).

Using OpenMP for C, our above mentioned example

looks as follows

#pragma omp parallel {
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#pragma omp sections {

#pragma omp section

c[1]=a1*b1+a2*b2+a3*b3;

#pragma omp section

c[5]=a1*b2-a2*b1;

#pragma omp section

c[6]=a2*b3-a3*b2;

#pragma omp section

c[7]=a1*b3-a3*b1;

}/*End of sections block */

#pragma omp sections

{

#pragma omp section

f[2]=a1*c1;

#pragma omp section

f[3]=a2*c[1];

#pragma omp section

f[4]=a3*c[1];

#pragma omp section

f[5]=a1*a2-a2*a1;

#pragma omp section

f[6]=a2*a3-a3*a2;

#pragma omp section

f[7]=a1*a3-a3*a1;

#pragma omp section

f[8]=-a2*c[7]+a3*c[5]+a1*c[6];

}/*End of sections block */

} /*End of parallel region */

Each of the two multivectors c and f have to be com-

puted sequentially because f needs the result of c for its

computation (while all of their coefficients can be com-

puted in parallel). In case of no dependance of the com-

putations, multivectors can also be computed in paral-

lel.

4.3 Ct

Intel researchers are developing Ct, or C/C++ for

Throughput Computing [18] in order to support their

new multi-core platform (code name Larrabee).

Ct offers parallelism on so-called indexed vectors

suitable for sparse multivectors. The fist step of our

example of section 3 generates a multivector which can

be described as the following indexed vector

c= [(1 -> a1*b1+a2*b2+a3*b3),

(5 -> a1*b2-a2*b1),

(6 -> a2*b3-a3*b2),

(7 -> a1*b3-a3*b1),

(_ -> 0)

]

Note that the underscore denotes a default value for

empty coefficients.

All operators on indexed vectors are implicitly par-

allel. This is why the addition of multivectors of our

example

d=a+c;

can be done very easily in Ct.

4.4 ATI stream

The ATI stream technology combines multiple thread

computing with parallel computing within the threads.

The following sample code computes the geometric

product of the above example with the help of float4

vectors. The 4 computations for the coefficients x,y,z,w

are computed in parallel.

kernel void MV (float4 a<>,

float4 b<>,

out float4 c<>){

float4 result;

result.x=a.x*b.x+a.y*b.y+a.z*b.z;

result.y=a.x*b2-a2*b.x;

result.z=a.y*b.z-a.z*b.y;

result.w=a.x*b.z-a.z*b.x;

c=result;

}

Please find an investigation about a ray tracing applica-

tion using this technology in [3].

4.5 OpenCL/CUDA implementation of

arbitrary geometric products

Figure 5: The result of a product of two multivectors

a, b is again a multivector. Each of its coefficients is a

sum of (signed or unsigned) products of coefficients of

a and b.

OpenCL [19] is an open standard for parallel pro-

gramming of heterogeneous systems. It is inspired by

Nvidia´s CUDA technology [22]. Both, are supporting
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multiple threads which are able to run the same code

with different data on many parallel processors.

The result of products of a n-dimensional geometric

algebra are always 2n-dimensional multivectors. Each

of the 2n coefficients can be computed as a sum of

(signed or unsigned) products of coefficients of the mul-

tivectors to be multiplied (as indicated in Figure 5). We

distribute this computation to 2n threads, each comput-

ing one coefficient.

Figure 6: Pseudo code for the computation of one coef-

ficient of a geometric product.

Figure 6 describes the specific kernel code for

one thread, each computing one coefficient of the

2n-dimensional multivector.

Please find some details on this application in [27].

5 RESULTS

Our geometric algebra computing approach is able to

generate implementations for different sequential and

parallel platforms (see Figure 3). While some of the

described implementations are still work in progress,

we already have results for implementations in C, for a

FPGA and for CUDA.

Our first test case was the inverse kinematics of the

arm of a virtual character in a virtual reality applica-

tion. Naively implemented on a sequential processor

platform, the first geometric algebra algorithm was ini-

tially slower than the conventional one. However, with

our Maple based optimization approach the software

implementation became three times faster [14] than the

conventional solution. The hardware implementation

on a FPGA (as described in section 4.1) became even

300 times faster [15].

The results of our CUDA implementation of arbitrary

geometric products can be found in [27].

Recently we investigated the runtime performance of

a robotics grasping algorithm described in geometric al-

gebra [28]. It turned out that the implementation on

a sequential processor was 14 times faster and on the

CUDA platform 44 times faster than the solution with

conventional mathematics.

6 CONCLUSION AND FUTURE

WORK

We presented the currently most suitable geometric al-

gebra computing platforms. For the adaptation of the

algorithms to the different platforms we presented our

compilation approach. While the Maple based compi-

lation approach is able to handle algebras up to a di-

mension of 9, the table based approach is restricted by

the memory needed for the size of the multiplication

tables. These tables are exponentially increasing with

the dimension of the algebra. In this context, investi-

gations for lower amounts of memory are needed, for

instance the implementation on a multiplicative basis

as described in [5].

Currently, the presented parallel computing platforms

can be seen as approximations to perfect GA comput-

ers. As a long-term vision, we hope that this research

will lead to computing platforms optimally supporting

GA computers in the future.

ACKNOWLEDGEMENTS

This work was supported by the DFG (Deutsche

Forschungsgemeinschaft) project HI 1440/1-1.

GraVisMa 2009

6



A MULTIPLICATION TABLES

Table 1: Multiplication table describing the geometric product of two multivectors a = ∑aiEi and b = ∑biEi for the

3D euclidean GA. Each entry describes the geometric product of two basis blades Ei and E j expressed in terms of

the basis blades Ek. Each coefficient ck of the product c = ab can be computed by summing up the products ±ai∗b j

based on the Ek table entries, for instance c1 = a1∗b1 +a2∗b2 +a3∗b3 +a4∗b4−a5∗b5−a6∗b6−a7∗b7−a8∗b8

for the E1 table entries
b E1 E2 E3 E4 E5 E6 E7 E8

a 1 e1 e2 e3 e12 e23 e13 e123

E1 1 E1 E2 E3 E4 E5 E6 E7 E8

E2 e1 E2 E1 E5 E7 E3 E8 E4 E6

E3 e2 E3 -E5 E1 E6 -E2 E4 -E8 -E7

E4 e3 E4 -E7 -E6 E1 E8 -E3 -E2 E5

E5 e12 E5 -E3 E2 E8 -E1 E7 -E6 -E4

E6 e23 E6 E8 -E4 E3 -E7 -E1 E5 -E2

E7 e13 E7 -E4 -E8 E2 E6 -E5 -E1 E3

E8 e123 E8 E6 -E7 E5 -E4 -E2 E3 -E1

Table 2: Multiplication table describing the outer product of two general multivectors a = ∑aiEi and b = ∑biEi

for the 3D euclidean GA. b E1 E2 E3 E4 E5 E6 E7 E8

a 1 e1 e2 e3 e12 e23 e13 e123

E1 1 E1 E2 E3 E4 E5 E6 E7 E8

E2 e1 E2 0 E5 E7 0 E8 0 0

E3 e2 E3 -E5 0 E6 0 0 -E8 0

E4 e3 E4 -E7 -E6 0 E8 0 0 0

E5 e12 E5 0 0 E8 0 0 0 0

E6 e23 E6 E8 0 0 0 0 E5 0

E7 e13 E7 0 -E8 0 0 0 0 0

E8 e123 E8 0 0 0 0 0 0 0

Table 3: Multiplication table describing the geometric product of two vectors a = a1e1 + a2e2 + a3e3 and b =
b1e1 +b2e2 +b3e3 for the 3D euclidean GA. Note that all the rows and columns for basis blades not needed for the

vectors are set to 0. b b1 b2 b3

E1 E2 E3 E4 E5 E6 E7 E8

a 1 e1 e2 e3 e12 e23 e13 e123

E1 1 0 0 0 0 0 0 0 0

a1 E2 e1 0 E1 E5 E7 0 0 0 0

a2 E3 e2 0 -E5 E1 E6 0 0 0 0

a3 E4 e3 0 -E7 -E6 E1 0 0 0 0

E5 e12 0 0 0 0 0 0 0 0

E6 e23 0 0 0 0 0 0 0 0

E7 e13 0 0 0 0 0 0 0 0

E8 e123 0 0 0 0 0 0 0 0
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